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Abstract—Quantum Phase Estimation (QPE) is one of the
key techniques used in quantum computation to design quantum
algorithms which can be exponentially faster than classical
algorithms. Intuitively, QPE allows quantum algorithms to find
the hidden structure in certain kinds of problems. In particular,
Shor’s well-known algorithm for factoring the product of two
primes uses QPE. Simulation algorithms, such as Ground State
Estimation (GSE) for quantum chemistry, also use QPE.

Unfortunately, QPE can be computationally expensive, either
requiring many trials of the computation (repetitions) or many
small rotation operations on quantum bits. Selecting an efficient
QPE approach requires detailed characterizations of the trade-
offs and overheads of these options. In this paper, we explore
three different algorithms that trade off trials versus rotations.
We perform a detailed characterization of their behavior on
two important quantum algorithms (Shor’s and GSE). We also
develop an analytical model that characterizes the behavior of a
range of algorithms in this tradeoff space.

I. INTRODUCTION

A class of computational problems exist for which no
polynomial-time algorithm running on a classical Turing
Machine has yet been proposed. However, a number of
these algorithms—with important practical implications—have
been found to be efficiently solvable using a quantum com-
puter. This is known as the BQP (Bounded-error Quantum
Polynomial-time) complexity class, and is conjectured to be
different from the P (Polynomial-time) or even the BPP
(Bounded-error Probabilistic Polynomial-time) class that can
be solved efficiently on classical computers. The hope of
accelerating important BQP class problems (e.g. factoring) has
spurred interest in building quantum computers and in devising
quantum algorithms to map computations onto them.

This paper studies an important technique in quantum
computation: Quantum Phase Estimation (QPE). QPE is a core
building block computation for various quantum applications
such as solving systems of linear equations [12], prime fac-
torization [27], and finding answers to quantum many-body
problems [31, 32]. In fact, there are really only three core
building blocks for useful quantum algorithms: QPE, quantum
random walks [9] (used for some graph search algorithms), and
Grover’s function [11] (used for Grover’s search algorithm).

Because of QPE’s central importance in many QC applica-
tions, characterizing its performance and identifying efficient
implementation approaches is important. As one application
example, consider Ground State Estimation (GSE). Finding the
exact ground-state energy of a system of many particles is an
intractable task for classical computers due to the exponential
growth in computational cost as a function of the particles
involved. However, using quantum systems themselves to store
and process data, as is the case in quantum computers, this
problem can be efficiently solved. Molecular energies are
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represented as eigenvalues of an associated Hamiltonian and
can be obtained by encoding a molecular wave function into
a set of quantum bits (qubits), simulating their evolution
using quantum operations on those qubits, and then extracting
the energy using quantum phase estimation. Experimental
realizations of QPE for calculating chemical system energies
have already been reported using linear optics [20].

The overall goal of QPE is to compute the eigenvalue of a
quantum unitary circuit. This circuit is also referred to as the
Oracle, since it can be regarded as a black box of computation,
whose eigenvalue will reveal important information for solv-
ing the overall problem. Different applications have different
oracle circuits of varying complexity, and this is a key factor in
the tradeoff space of QPE techniques discussed in this paper.

QPE approaches for obtaining phase estimations have
commonly rested on two underlying techniques:

o  Quantum Fourier Transform (QFT): In this approach,
qubits are first computed on via the oracle function,
and then a QFT is performed to extract an eigenvalue.
A full implementation of QFT requires potentially
many, exponentially small quantum rotation opera-
tions, which may be costly to realize with good
precision.

e Repetitive Trials: Using repetitive trials involves ap-
plying the oracle several times, measuring samples
from the probability distribution of the eigenvec-
tors, and finding the final answer via classical post-
processing of the answers; this reconstructs an esti-
mate based on the collected measurements. This tech-
nique reduces the number of quantum rotation opera-
tions required (compared to QFT-based approaches)
but may involve many trials in order to obtain an
accurate estimate.

TABLE I: Comparison of three QPE Methods, with the ide-
alized assumption of perfect rotation precision. (With more
realistic imperfect rotation precisions, AQFT will have a non-
zero number of trials since it uses repeated trials to regain
precision.) ACPA is a middle ground between KHT and AQFT
in terms of the number of rotations and trials involved.

Number of Rotations  Number of Trials

KHT None Many
AQFT Many None
ACPA Some Some

Given these two general implementation styles, specific
QPE algorithms vary in their use of them. Table I shows
a coarse-level comparison of three distinct approaches for



Quantum Phase Estimation which cover a spectrum of possible
methods:

e  Kitaev Hadamard Tests (KHT): The approach orig-
inally proposed by Kitaev [17] relies on a pre-
determined number of trials to achieve a desired target
for the error-rate and precision of estimation.

e Approximate Quantum Fourier Transform (AQFT):
This approach is based on QFT, but uses Approximate
QFT [4] instead of the full QFT in order to curb the
number of rotations.

e  Arbitrary Constant Precision Algorithm (ACPA):
ACPA is an approach proposed by Ahmadi and Chiang
[3] which offers a method between KTH and AQFT in
terms of the number of rotations and trials involved.

This paper provides the first detailed performance compar-
ison of these QPE techniques within real, full-scale QC appli-
cations. Overall this paper makes the following contributions:

e Through implementing different QPE methods, we
perform an empirical workload characterization of the
tradeoff between performing higher-precision rotation
operations versus performing more trials for obtaining
accurate phase estimates.

e  We characterize two important quantum applications
that use quantum phase estimation as a fundamental
building block: Shor’s algorithm for prime factoriza-
tion, and the Ground State Estimation algorithm for
calculating molecule energy levels. We analyze the
effect of different methods of QPE in each of these
algorithms.

e  We find that practical resource constraints limit paral-
lel execution within our QPE methods, heavily influ-
encing which methods have the lowest runtime.

e We also find that the application also heavily in-
fluences the appropriate QPE method, since some
methods require more redundant execution of the
application than others.

The rest of this paper is organized as follows: Section II
gives background on basic QC concepts and our QC algorithm
toolflow. Section III describes QPE in detail, and Section IV
describes the different implementation approaches we consider.
Section V analyzes the resulting design space tradeoff. Section
VI discusses related work, and Section VII concludes. We also
include an appendix that derives key application characteristics
from Shor’s algorithm and Ground State Estimation.

II. BACKGROUND

This section offers a brief background on basic concepts
in quantum computation.

A. Quantum Bits and Operations

A quantum bit (or qubit) is not confined to a binary state.
At any time, the state of a qubit can be a linear superposition
of the 0 and 1 states denoted as |¢)) = «|0)+/3|1), where a and
3 are complex numbers subject to |a|?+|3|? = 1. Therefore, a
quantum state can be thought of as a vector of norm 1, with an
arbitrary phase—a concept which can be extended to n qubits
by thinking of the state of an n-qubit system as a unit vector in
the 2"-dimensional space. This can be represented as a point
on the surface of a 2”-dimensional sphere, commonly referred
to as the Bloch Sphere (Fig. 1).
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Quantum operations are merely norm-preserving rotations,
which move the state of an n-qubit system along the surface
of the Bloch sphere. Consequently, every quantum operation is
a “rotation” operation. However, in the QPE subroutine which
is the focus of this paper, the term “rotations” specifically
refers to those that are performed about the Z axis only, to
distinguish a specific set of operations. For arbitrary rotation
angles, no straightforward, error-tolerant implementation on a
physical device is known. This forces us to approximate them
using a set of “standard” gates—akin to instruction selection
in classical compilers. Section III-A discusses this “rotation
decomposition” in more detail.

2=

Fig. 1: The Bloch sphere is a good visualization of the quantum
state space. Points on the sphere correspond to unique states,
and quantum operations are equivalent to moves on the sphere.

B. Quantum Circuits

Ultimately, quantum computation must provide a classical
answer to a classical query. Therefore, it must be possible to
observe the state of the quantum system, via a measurement
operation. Measuring a quantum state collapses it to the
classical values of O or 1, with probabilities proportional to
the amplitude of the superposition coefficients.

Following the analogy of a classical logic circuit, a guan-
tum circuit can be used to represent a collection of qubits
and gates, illustrating the operations performed in a quantum
algorithm step-by-step. In these circuits, quantum single- or
multi-bit operations are shown with boxes labeled with the op-
eration. Measurement is shown with a “meter” symbol. Single
wires denote a qubit, and double wires denote classical bits
which are the outputs of measurement. Finally, “controlled”
operations are shown with a wire connecting the controlling
qubit to the target operation. The meaning is that the operation
will be performed if and only if the controlling qubit is in the
|1) state. The reader can refer to Figures 4-6 for examples of
quantum circuit diagrams.

This paper uses diagrams of quantum circuits to com-
pactly express computations, but our toolflow (described in
Section II-D) starts from quantum algorithms written in a
high-level programming language and compiles down to an
assembly-language level. Resource estimates and algorithm
runtimes are generated by our compiler infrastructure. The use
of circuit diagrams to show the computation flow is analogous
to illustrating a classical computation using compiler-level
control/dataflow graphs.

C. Quantum Error Correction

Since quantum operations are inherently probabilistic, and
since qubits are extremely sensitive to noise, Quantum Error
Correction plays a central role in building quantum computers.



An important result known as the threshold theorem states that
quantum computation can be made robust against errors when
the error rate is below a certain threshold [2]. Intuitively, a
quantum computer can sustain its computation if a single error
can be corrected before two errors occur. Given an error cor-
rection scheme, a reliability threshold can be calculated. This
implies that scalable quantum computing is in theory feasible,
even though significant engineering challenges remain.

In order to take advantage of the threshold theorem,
Quantum Error Correction must occur periodically during
computation to ensure errors are corrected faster than they are
accumulated. A typical error correction scheme, for example,
uses a two-level, recursive Steane error correction code [29],
where each qubit is augmented with 49 extra qubits and each
timestep of computation is backed up by 23,409 additional
timesteps [22]. Reducing this cost is extremely important and
the amount of achieved reduction can easily determine whether
the computation executes in practical timescales (eg. not 100
years) [22].

Although the bulk of resources in any quantum circuit
implementation is due to added error correction redundan-
cies (e.g. if every timestep of computation requires 23,409
timesteps of error correction), the algorithmic level (also
referred to as the logical level) has very high leverage in
controlling this. Algorithms with fast runtimes are less prone
to the accumulation of errors and can tolerate fewer error
correction steps. Thus, finding better high-level QC algorithms
and optimizing their implementation efficiency pays off mul-
tiplicatively because of the further benefits that accrue in
reducing quantum error correction required.

In our comparison of QPE schemes, we focus on logi-
cal qubits and logical timesteps. That is, we estimate costs
before error correction is added. We do this because error
correction overheads are heavily dependent upon technology
and coding choices. We attempt to remain independent of
those choices. Our logical comparison is quantitatively valid
as long as all the alternatives used end up using the same
amount of error correction per logical bit and logical operation.
Our comparisons, however, are still qualitatively valid when
trying to determine the QPE scheme with the lowest runtime.
Adding error correction will maintain runtime relationships,
since longer logical runtimes will experience equal or greater
error correction overhead than smaller runtimes.

D. Scaffold Language and the ScaffCC Compiler

This work characterizes the performance impact of QPE
implementation choices on full-scale quantum applications.
To accomplish this, we work with full QC apps and QPE
methods written in Scaffold, a C-like quantum programming
language [13]. Our evaluations of resource requirements and
program runtimes are based on analysis performed as part of
the ScaffCC compiler framework [14]. ScaffCC synthesizes
logical quantum circuits from a high-level language descrip-
tion. Scaffold includes data types to distinguish quantum and
classical bits and offers built-in functions for quantum gates.

Our work here primarily manipulates logical qubits without
considering their error correction. Subsequent passes could
implement additional functionality to co-schedule the logical
qubits and their gate operations along with QECC ancilla bits
and their operations.
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Fig. 2: Quantum computation is performed on a distinct “co-
processor’” controlled by a classical computer.

E. Execution Model

Ultimately the QC programs we consider here would be
executed on QC hardware. While specific options for QC
implementation technology vary widely, Fig. 2 shows a general
approach in which quantum computations execute on a co-
processor unit controlled by a classical computer. Within the
quantum processor are several operating zones or gates, which
can each perform distinct operations in parallel on distinct
qubits. Each of the QC operating zones can be controlled
to execute any of the gate types this machine has chosen to
implement. The gate they implement can be changed from
cycle to cycle via control bits sent over from the classical
computer. (One can think of the QC operating zones being
analogous to an ALU in a classical computer; with a small
number of bits, ALUs can be controlled to perform an addition
one cycle, subtraction the next.) The runtime of a QC is, to
first order, the number of these gate operations (i.e., cycles
or steps) that need to occur in sequence in order to complete
the computation. (Several may happen in parallel.) When QC
algorithms are drawn as circuits, the timesteps needed to
complete the calculation is referred to as the circuit depth.

As with any real-world computer, computation on a QC
is fundamentally constrained by the availability of hardware
resources. For example, the number of operating zones avail-
able poses a fundamental limit on the number of simultaneous
parallel computations that are possible. Likewise, the number
of logical qubits is another fundamental constraint: in some
QCs, qubits are physically large (relative to state bits in
classical computers) and in many QCs, sufficient inter-qubit
spacing must be provided in order to minimize unintended state
interactions or interference that leads to qubit decoherence.
In addition, since each logical qubit must be underpinned by
dozens or hundreds of physical qubits implementing QECC,
the number of logical qubits required by a computation be-
comes a fundamental constraint. In this work, we use qubit
count as an indicator of parallelism: more qubits being com-
puted upon means more parallelism. In addition, qubit count
can denote a resource constraint: some experiments limit the
maximum number of qubits to evaluate application runtime
under less idealized, finite-hardware assumptions.

III. QUANTUM PHASE ESTIMATION

If a quantum unitary operator U acting on an m-qubit input
vector yields: _
Ulu) = €™"¢|u), M

then |u) is said to be an eigenstate (or eigenvector) of the
corresponding unitary matrix of U. In this case, the eigenvalue
is a phase shift e?2™¥ that is introduced in the state vector.
The goal of QPE is to estimate the value of phase ¢ in the



eigenvalue for a given unitary quantum circuit U. This phase
value reveals important information about the hidden structure
of the quantum oracle function in algorithms such as order
finding, the core computation of Shor’s algorithm.

Generally, estimating ¢ is a challenging task. Two factors
affect the adequacy of estimation: The precision § determines
how close to the actual eigenvalue the estimation outcome
is. The error rate e determines how likely it is, given the
probabilistic nature of quantum states, for the final estimate to
have the desired precision (equivalent to 1 — Prob(success)).

We use ¢ to denote an estimate of . Since the overall
phase shift lies in the [0, 27) interval, an estimate of 0 < ¢ < 1
with n bits of precision is written as:

¢ =0.x12013... T, (2)

Where 0.z122x53...7, is a notation for Z?:l x; % & and

?
€ € {0, 1}.

A. Quantum Rotation Decomposition

As mentioned in Section II-A, there are an infinite number
of single-qubit rotations that can be done on a Bloch sphere,
but we can implement a finite subset on a physical computer.
A major cost in some of the QPE approaches arises when algo-
rithms must decompose arbitary rotations—especially precise
small rotations—into a sequence of physical operations.

Decomposition is possible due to the universality of a
small set of quantum gates for representing any single-qubit
operation. For example, Hadamard (H), Phase (S), Controlled-
NOT (CNOT) and the %—gates (T) form a universal set [6].
If we compare applying the decomposed set of gates instead
of the actual (perfectly precise) rotation to a particular qubit
state, the decomposition precision indicates how closely the
approximate outcome state would resemble the exact state (i.e.,
the likelihood that measuring it would yield the same answer.)

For an arbitrary angle, we need an approach for deter-
mining the correct decomposed sequence. In this paper we
employ the Single Qubit Circuit Toolkit (SQCT) proposed by
Kliuchnikov et al. [18], which offers practical decompositions
of up to accuracy 107!, based on the results of [19].

For the purpose of quantum phase estimation, we are
interested in rotation angles used by the quantum Fourier
transform, which are of the form R( g—f) and the tradeoffs
that are present in limiting their precision. Fig. 3 shows
the length of decomposition obtained from SQCT [28] for
these rotation operations. Higher precision decompositions can
be directly linked to a longer gate sequence, although at a
particular precision level, there is no significant difference
between different angles.

Using smaller angles in an algorithm means that the
precision of decomposition must be increased, in order to have
a faithful approximation of those rotations. Our model (Section
V) assumes that the presence of angle § = 27 /2% means that
decomposition should take place at least with precision:

~ 1
|0 — 0] < oTh 3)

The lower dotted line shows this trend, and guides the
actual precision that we should pick in different scenarios,
depending on the degree of the smallest angle present. This
increase in precision would affect the approximation of all
gates, thus being costly for circuit size.
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Fig. 3: The length of the sequence of gates generated by
SQCT to approximate a rotation operation with angle g—f as
a function of k. Increased precision (p) yields progressively
longer sequences. For £ = 0 there is no rotation, and for
k = 1,2,3 the standard gates of Z, S, T are obtained
respectively. For some loose precisions, small-enough angles

approximate to O.

IV. IMPLEMENTATIONS OF QUANTUM PHASE
ESTIMATION

This section describese the three QPE methods and their
relative strengths and weaknesses. Overall, they span a de-
sign space that presents tradeoffs of runtime (circuit depth),
operation-level parallelism (circuit width) and resource usage
(number of qubits and gates). They also implicitly differ in
the accuracy with which they estimate the phase of the input
eigenvector. In order to make the approaches comparable for
our characterization, we set each of their success probabilities
(1 — error rate) to 0.8 in our experiments, i.e. an 80% total
probability of obtaining the correct outcome.

A. Kitaev’s Hadamard Test with S gate (KHT)

Kitaev [17] proposed an algorithm that avoids arbitary
quantum rotations, which expand into long sequences of physi-
cal operations as shown in Fig. 3. Unfortunately, the algorithm
uses a large number of independent trials to perform QPE to
required precision. These trials can be parallelized, but can
require an impractical amount of quantum hardware to do so.
Our results in Section V-C will elaborate upon this.

Kitaev uses a series of Hadamard tests to perform the phase
estimation, each of which requires a single phase-shift gate S:

1 0
s=(5 1) @)

This matrix is a transformation on a qubit vector [¢)) =
«|0) 4+ B|1) as previously described in Section II. The circuit
that accomplishes Kitaev’s Hadamard Test is shown in Fig. 4.
When applied to the |0) qubit (no probability of measuring
“17), the Hadamard gate (H) results in a qubit that has equal
probability of |0) and |1). The Hadamard gate is the inverse of
itself and is often applied again before measurement, as in the
Hadamard test. Each Hadamard test estimates one bit of the
phase ¢ with a precision of % [15]. The accuracy at which



we are computing the estimated phase ¢ can be expressed as:

5 1
Pr(lp—@l<5p)>1—e )
To achieve a desired success rate, that is to succeed with 1 —¢
probability, we need mg g trials of Kitaev’s Hadamard test
for each bit [3], where

in
mggT = 551n - 551n(20n) 6)

In the above equation, we set 1/e such that the success
probability 1 — ¢ = 0.8. This gives us the value of mggr
that achieves an overall success probability equivalent to that
of QFT. The estimation of each bit in Equation 2 occurs
independently of the other bits. Therefore the circuit requires
no controlled phase operations. This also allows many (or all)
bits to be estimated simultaneously, subject to the resource
constraint that enough qubits are available for the individual
Hadamard tests. Thus, KHT has two levels of parallelism,
fine-grained parallelism (analogous to instruction-level paral-
lelism) within the computation in Fig. 4, and coarse-grained
parallelism (analogous to task-level parallelism) between trials.
Indeed, all the approaches have coarse-grained parallelism but
only KHT has fine-grained parallelism across bits.

0 21

Ju) [ Ju)

Fig. 4: Kitaev’s Hadamard Test with S Gate (time flows from
left to right in this circuit diagram)

B. QFT and Approximate QFT (AQFT)

Because KHT requires a large number of trials, a more
common implementation of the QPE algorithm is based on
Quantum Fourier Transform (QFT), shown in Fig. 5. QFT (and
Approximate QFT) trade the expense of arbitrary quantum
rotations for fewer trials in achieving desired QPE accuracy.

In the QFT approach, n ancilla qubits are used to form
the upper register in the circuit, while nyr qubits form the
eigenstate in the lower register, whose periodicity (phase) is
to be estimated. The last step of QPE is implemented using
the inverse quantum Fourier transform (QFT") on the ancilla
states. The inverse QFT module will cause the probability
distribution of the state of the upper register to be clustered
around the correct phase value. With a Hadamard gate and a
measurement, an estimated bit is revealed. A typical circuit
for an n-qubit QFT' is shown in Fig. 6. The estimated
phase is computed from its least to its most significant place.
Proceeding one qubit at a time, the estimation accuracy of
higher significance qubits increases by taking into account the
estimates of all previously determined qubits. This approach
provides a success probability of at least (4/72) [4]. When ¢
is an exact multiple of 1/2", the success probability is 1.

The QFT circuit requires O(n?) rotations with degree up to
¢??7/2" In reducing this complexity, Barenco [4] showed that
the lower bound of success probability of QFT can be achieved
with fewer rotations per qubit, by considering the estimates
of only the last k (also referred to as kagr7) qubits instead
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of all previous qubits. This approach achieves an asymptotic
probability of (4/772) when k > logyn + 2 is selected [7],
thereby reaching the lower bounds of QFT success guarantees.
This bounds the number of rotations to O(nlog,n) limiting
their degrees to e2™/2". In practice, due to the logarithmic
reduction in circuit length, AQFT provides a viable alternative
that performs just as well (and sometimes better) than QFT in
the presence of decoherence [4]. Therefore, we choose to use
the AQFT circuit for our comparison.

A better lower bound on the success probability of AQFT
has also been derived as (4/7% — 1/16) [7]. When estimating
an exact n-bit phase, the success probability of AQFT also
approaches 1. However, these analyses assume that the rota-
tions are precisely applied. In reality, rotations can only be
achieved up to a precision factor (Section III-A discusses this
approximation), which reduces the overall success probability.
We will discuss this impact in the following section, in the
context of both the AQFT method and the ACPA method which
is described next.
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Fig. 5: n-qubit QPE circuit based on QFT to estimate the phase
p =0.21222.
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Fig. 6: n-qubit QF T circuit. This circuit requires rotations of
exponentially increasing precision with the number of qubits.
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Fig. 7: Limiting the precision of rotations to achieve the n-
qubit AQFT" circuit to estimate the phase ¢ = 0.2,25...2,,,
where k >= 2 + loga(n) is the highest degree of rotation
applied. This is the same circuit used in ACPA, but with
different requirements for the value of k.



C. Arbitrary Constant Precision Algorithm (ACPA)

The Arbitrary Constant Precision Algorithm (ACPA) [8]
bridges the KHT and AQFT approaches, providing a design
space where the number of arbitrary rotations can be reduced at
the expense of more trials. Intuitively, AQFT performs a series
of smaller and smaller (higher-precision) rotations to reach a
desired accuracy. ACPA omits some of the smallest rotations at
the expense of accuracy. This loss in accuracy is then recovered
by performing more trials and then performing a majority vote
on the classical bits resulting from measurements (the result
is binary).

If the degree of rotation is limited to e2mi/2" \where k >3

(k also referred to as kacpa), the number of trials required
is:

2in(1/€
macpa = # (7
™
(1= g
92k—1

Here, 1 — ¢’ is the success probability of estimating each bit.
The overall success probability obtained is 1 — ne’. However,
the above expression also assumes that the rotations are
perfectly implemented. Since practical rotations are imperfect,
they increase the number of required trials to reach the desired
accuracy. [8] derives the effect of imperfect rotations on the
number of trials in ACPA. In particular, if the rotations can

1
be achieved with an accuracy of at least n = m the
number of trials is given by:
2in(1/€") 2In(5n)
macpa = T~ 5 3
1— )2 (1— )
1-om=s)?® (- 55=s)

We use this equation to derive the number of required trials.
Here, we set 1 —ne’ > 0.8, giving us ¢ ~ 1/5n to accomplish
an 80% success probability.

One can consider the AQFT approach as the limiting case
of ACPA, i.e. when kacpa is chosen to be > 2+ log, n, the
two approaches implement the same circuit. Therefore, we can
compute the number of trials required for the AQFT circuit as:

2ln(5n)
m =
AQFT =i

with k& > 2 + logy n )
(1- 221%3)

D. Phase Kickback (Uy)

Finally, looking at the circuits for all the QPE methods
(Figures 4-7), we see that for any type of quantum phase
estimation with accuracy of n bits, the range of quantum
operations U 2" Wwith 0 < k < n — 1 must be applied. The
modules of U, U2, U%, ..., U 2" are collectively called the
phase kickback function and we refer to it as Uy. Fig. 8 depicts
the phase kickback for the case of the AQFT circuit. (The
first stage of AQFT and ACPA are indeed equivalent to one
application of Uy; KHT splits Uy across its different trials.)
Uy has in many cases its own interpretation— for example, in
Shor’s algorithm it is equivalent to a modular exponentiation
module, raising its input to the power of a fixed number,
modulo the number to be factored.
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Fig. 8: The QFT-based quantum phase estimation circuit of
Fig. 5 redrawn to reflect the U; module. The cost of Uy is
equivalent to 2"~ ! times the cost of U.

V. ANALYSIS OF THE DESIGN SPACE

This section lays out the design space options in detail, and
evaluates the tradeoff between QPE techniques, providing run-
time results for different precision requirements and resource
constraints.

Our analysis is divided into two categories. First, we
have factors that constrain the number of trials that can be
executed in parallel (task-level parallelism). These include
the number of qubits as well as the number of available
eigenstates in each application with QPE approach. These
resource requirements affect how many parallel trials can be
supported by the hardware. Second, we have a factor that
affects the execution time of each trial. This is the size of
the phase kickback function (Uy) that must be called across
the many trials, thus contributing to the circuit size generated
by the implementation.

A. Factors Affecting the Parallelization of Trials

These factors actually can also affect parallelization within
trials, but we can assume that resources are sufficient for
supporting parallel execution within at least one trial.

1) Number of logical qubits: Parallel execution of multiple
trials will require multiple copies of quantum state, which we
measure in logical qubit count. (The number of physical qubits
is larger due to QECC.) Since arbitrary quantum data cannot be
copied (the quantum no-cloning theorem), independent trials
can only occur if they start from the beginning of the entire
application or from an intermediate computation that starts
with only freshly initialized qubits.

The maximally-parallel implementations require the most
qubits since they require a copy of the entire computation for
each trial. In general, if p is the parallelization factor achieved
during an execution, the number of qubits required by the
three methods is given by: NQ = p x (npr + 1). Since the
maximum parallelism available in the algorithms is across the
trials and the bits, the number of qubits required can be as
high as mn(npr + 1) in maximally parallel implementations.
In practical implementations, p ranges from 1 to mn. For
example, KHT may be applied with p = m such that the
bits are processed serially while the m trials are performed
in parallel. This reduces the requirement to myggr(nrg + 1)
by reusing expensive qubit resources between successive bit
estimations.



2) Number of eigenstates available: To estimate the eigen-
values through multiple trials, the phase estimation algorithms
must be applied to the same eigenstate a number of times. For
the trials to be parallelized, multiple copies of this eigenstate
must be available. In general, the parallelization of trials is
constrained by the number of such copies available. While
this can be bounded by the number of available qubits in
the system, in some cases it may simply be too expensive
to prepare multiple copies of the states. However, for many
applications including Shor’s and GSE, these eigenstates can
be generated by applying U; to suitable initial states which
are straightforward to prepare. Therefore, our study assumes
that with sufficient resouce availability, the eigenstates can be
prepared in parallel.

B. Factors Affecting Circuit Size

In addition to the specific computations described for each
QPE approach in Section IV, the size and implementation
cost of the U function is an important factor. Appendix A
considers the cost of varying the size of Uy. Here we examine
the implementation cost by studying the number of invocations
of the U modules. The higher the invocation count of U, the
greater the execution time of each trial and the greater the
resources needed to support parallelism across trials.

The Uy function performs a central transformation in the
QPE algorithm in creating the eigenstate whose periodicity is
to be estimated. For many algorithms, the Uy function is also
the most expensive part of the circuit. Therefore the cost of
its implementation is an important consideration and provides
an insight into its complexity. In general, the function U* can
be implemented using k copies of U. Hence, the number of
invocations of U is given by:

Ny=m+(1+2+4+...+2"H=m=(2" 1) (10)

In our characterizations, the GSE algorithm uses this scheme
to implement Uy. However, for large n, this can result in an
undesirably high number of invocations of U. For example, in
Shor’s algorithm, n is expected to be about 1000. Therefore,
a more efficient implementation of U”* where the cost stays
constant regardless of the value of k is desirable, and has been
proposed for Shor’s algorithm [25]. If such implementations
are available for U, the number of invocations of U are
Ny = mxn. For both types of implementations, the smaller the
number of trials, the fewer the invocations of U, consequently,
one can expect better overall runtime.

Table II shows a simplified comparison of the resources
and runtime for the three methods, assuming that only the
trials are parallelized. Choosing between Kitaev’s algorithm
and others depends on the relative cost of Uy and rotations,
while choosing a suitable technique between that of ACPA and
AQFT depends on the number of trials, number of rotations
and the cost of the rotations. In the appendix, we determine
these costs empirically.

C. Empirical Evaluation

To evaluate the different design metrics for the QPE im-
plementations, we first limit the circuit to a micro-benchmark
whose oracle is substituted by a proxy circuit consisting of
simple CNOT gates. The intention is to explore the tradeoff
space of QPE methods independent of oracle costs, which can
vary significantly across applications. In particular, we show
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that resource constraints can limit parallelism and heavily in-
fluence the choice of QPE implementation. We later generalize
our evaluation by plugging in realistic oracle costs and QPE
precision targets based on parameters derived in the appendix.

Results were obtained using the ScaffCC compiler frame-
work, which can measure resource usage in terms of logical
qubits and logical gates, as well as compute runtime in terms
of logical timesteps. The compiler can generate these measure-
ments through static analysis because quantum applications are
generally compiled with all inputs known.

1) The Effect of Desired Precision on Trials and Rotations:
As described previously, the number of trials varies for the
different methods for a given n, the desired QPE precision in
bits. Fig. 9 shows how estimating more bits of QPE precision
causes a sharper increase in the required number of trials
in KHT as opposed to AQFT. The graph also depicts the
impact of k4cp 4 (the highest-precision rotation) on the ACPA
method. The value of kacpa = 3 is insufficient to generate
a high enough success probability in each trial demanding
considerably large number of trials. For k4o p 4 of 4 or higher,
its behavior more closely tracks AQFT. On the other hand,
using even a few controlled rotations helps the estimation
process more than KHT, which does not take into account
the values of the previously estimated bits.
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Fig. 9: Number of trials for KHT, ACPA-k and AQFT. Trials
for ACPA-k are computed from Equation (8) assuming imper-
fect rotation gates.

2) Tradeoff between Resources and Runtime: A key trade-
off in our QPE schemes arises when parallelism is constrained
by practical constraints in the number of logical qubits that
can be implemented in a quantum machine. Specifically, the
runtime of each QPE scheme is heavily dependent upon how
much concurrency can be physically supported in executing
independent trials.

Fig. 10 compares the runtime of algorithms as we bound
the number of logical qubits for the QPE implementations
requiring 64-bit precision of phase estimates. Low availability
of qubits forces a serial execution of the algorithms, driving up
their runtimes. With more resources, the runtime of each algo-
rithm improves as their inherent parallelism in the algorithms
gets exploited. For KHT, the trials as well as the bits can
be processed in parallel; however exploiting this parallelism
requires ~10° logical qubits. (With error correction, this could
easily be ~10® physical qubits, an impractical number for the
foreseeable future.) On the other hand, for ACPA and AQFT,
the truly serial parts are the rotations that require bit-wise
processing, thus their parallelism can be exploited with fewer
available qubits. When a low number of qubits is available,
ACPA executes the fastest among the three. When available



TABLE II: Analytical comparison of the three techniques with respect to number of gates, circuit depth and number of qubits,
assuming that the trials are performed in parallel while bits are processed serially.

KHT ACPA

AQFT

Runtime Ufti7nristeps

Num of qubits mrar(l+nLr)

Gates mKHT(Ufgates + 3n)mACPA(Ufgates +nx(kacpa — 1) * Avg—Rgates)mAQFT(Ufgates +nx(kagrr — 1) * Avg_Rgates)
+3n0 |\ Ufyymesteps T 0% (kacpa — 1) % Avg_Riimesteps | Ufpinoatops T 1% (BaQrT — 1) x Avg_Riimesteps

macpra(l+nLr)

maQrT(l+nLR)

logical qubits becomes greater than 106, all algorithms can be
fully parallelized, with KHT offering the best runtime.
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Fig. 10: Space-time tradeoffs presented by the three methods
with bounded resource availability. With fewer available re-
sources, ACPA executes fastest, while KHT executes fastest
when available resources are as high as ~10°.
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Fig. 11: Space-time tradeoffs with U and desired precision set
for Shor’s algorithm. With fewer available resources, AQFT
executes fastest due to fewer invocations of expensive serial-
ized U 1

3) Resource Constraints with a Larger Oracle Function:
We can extend our microbenchmark by increasing the cost
of the oracle function from a simple CNOT gate to the
oracle for Shor’s algorithm and GSE. Figures 11 and 12 show
the runtimes for the three methods when the runtime of Uy
function is ~107 and ~10° timesteps (order of the size of Uy
for Shor’s algorithm and GSE, respectively). Desired precision
is set for 64 and 8 bits, also according to application. The
smaller number of invocations of Uy in the AQFT method
allows it to complete execution faster than the other methods.
When sufficient number of qubits become available, however,
the U application can be parallelized, and the truly serial
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Fig. 12: Space-time tradeoffs with Uy and desired precision
set for GSE.

parts of the algorithms (which are the inverse-QFT and the
Hadamard Test) give rise to the differences in their runtimes,
similar to the trends in Fig. 10.

D. Summary

This section characterized the tradeoffs of different QPE
techniques and the design space that they create. While the
KHT method is beneficial in terms of parallelism and hence
runtime performance with ample resources, it incurs a large
cost in terms of qubits and gates. In all metrics, ACPA is
a middle solution to the extreme requirements of KHT and
AQFT. Ultimately, the amount of resources at hand (especially
logical qubits), the level of parallelism supported by the
architecture, and the target runtime will determine the method
of choice. QPE is a fundamental component of two very
important QC applications: Shor’s factoring algorithm and
GSE. Using the specific characteristics and parameters from
these algorithms (see Appendix) our results here have also
detailed the tradeoffs regarding how best to implement QPE
for these full applications.

VI. RELATED WORK

Efficient decomposition of single-qubit unitaries has been
widely studied. The Solovay-Kitaev algorithm [16] is tradi-
tionally well-known for this purpose, and an early imple-
mentation by Dawson and Nielsen [10] outputs a sequence
of order 1093'97(%) gates for every rotation approximated
with € precision. Selinger [26] proposes an improvement
which decomposes Z-axis rotations into a sequence of length
4logz(1) in the worst case. Paetznick and Svore [23] include
non-determinism in their algorithm to achieve gains in circuit
cost, while Bocharov et al. [S] improve this by moving away
from the traditional decomposition bases of H, S, CNOT and
T gates.

Abrams and Lloyd [1] were the first to notice quantum
phase estimation can be used in estimating the ground state
energy of a molecule. Improvements on making this method
faster have since been proposed [24].
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Fig. 13: Comparing the impact of the size of the Uy function on
number of total gates using KHT, AQFT and ACPA methods.
The size of Shor’s Uy function lies around the 5 * 107 line.

Finally, Svore et al. [30] propose an improvement over
the KHT method which makes asymptotic improvements on
its circuit width and depth, by modifying the Hadamard tests
to infer multiple bits of the phase simultaneously instead of
one bit at a time. However, this requires extra invocations
of the U function, which is a significant cost factor in QPE
implementations as per our findings.

VII. CONCLUSION

This paper has examined the tradeoff of three different
methods for quantum phase estimation. These methods on
the surface differ in the extent to which they use rotation
gates and trials to accomplish the goal of phase estimation,
but resource-wise they create a design space which requires
different amounts of algorithm runtime and quantum space
(or qubit usage). We performed an analytical as well as
empirical study of the tradeoffs present in this design space,
and discussed the effect of both hardware constraints and the
type of algorithm that uses the phase estimation in guiding
the choice of a suitable QPE method for different quantum
applications. In particular, we find that ACPA provides a good
tradeoff between the number of trials and the number of
rotations, often achieving a sweet spot in execution time when
parallelism is limited by available physical resources.

APPENDIX

In this appendix, we derive the QPE target precision
and oracle size for two algorithms that have quantum phase
estimation as a fundamental component: Shor’s algorithm for
prime factorization, and the Ground State Estimation (GSE)
algorithm for finding the ground energy level of a molecule.
The fundamental difference between these algorithms (and
generally all algorithms involving QPE) is the oracle U func-
tion that is used for their implementation.

A. Case Study 1: Shor’s Algorithm

Factorizing a large number into its prime constituents is a
hard problem for classical computers, and forms the basis of
many modern cryptography techniques. A seminal quantum
algorithm by Shor [27] offers exponential speedup over the
current best known classical algorithm [21]. Quantum phase
estimation lies at the heart of Shor’s algorithm. We have
implemented an optimized phase kickback function Uy for this
algorithm, as proposed by Pavlidis and Gizopoulos [25].
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of estimated phase is varied.

In this algorithm, the overall phase kickback module Uy
implements a modular exponentiation function:

2)|1) 2L |a®modN) )

Referring to our discussion of U and Uy modules in Section
IV-D, here the U modules are equivalent to modular multi-
plication units, while the overall phase kickback module Uy
implements a modular exponentiation function. From modular
arithmetic it is known that a repeated application of modular
multiplication yields modular exponentiation. That is:

a*modN = (azomodN)I0 +...+ (aQW'_lmodN)m"’l, (12)

where xg,...,x,—1 are the bits of x, the upper register of
phase estimation.

Our implementation of this algorithm is efficient in the
sense that there is a polynomial cost associated with the phase
kickback module Uy as a function of n, because each of the
U2" modules is customized separately and does not result
from exponentially many calls to the U module. Analytical
analysis yields n * (796n% j, + 692n 1) number of gates and
n*(1045n 1, g —38) number of timesteps for the phase kickback
circuit [25], where n,r = n/2 is the size of the lower register



of phase estimation. These values can be used in the analytical
model of Table II to yield the overall cost of implementing
Shor’s algorithm with the three QPE methods.

Fig. 13 shows this cost as a function of the size of the phase
kickback module Uy. A particular problem size (factoring a
32-bit number with 64 bits of precision) has been marked on
the graph.

B. Case Study 2: The Ground State Estimation Algorithm

The ground state estimation algorithm is used for estimat-
ing the ground state energy Ej of a molecule [32]. Knowing
the energy to lie in an interval [E,,in, Emaz], this can be
reduced to estimating the phase ¢ in the equation

Ulpo) = €™ |aho), (13)

with U being dependent on the system Hamiltonian H, among
other things:
U= 6iEmaIT€iHT' (14)
Due to the complexity of implementing the U 2" subcir-
cuits, the subcircuit U is approximated by an ApprozU mod-
ule. We implement the algorithm for a molecule of molecular
weight 10, with up to 12 bits of precision for the energy
estimate, and with simplified assumptions for . It is difficult
to obtain a closed-form analytical expression for the number of
gates and timesteps in the phase kickback module. However,
from our algorithm implementation we can obtain empirical
values for these numbers with varying precision. These values
are plotted in Fig. 14. This implementation, unlike that of
Shor’s, does not result in a polynomial function for the size
of the phase kickback module. The lack of customized and
efficient specifications of U?" circuits has resulted in expo-
nential growth from repetitive application of the U module, as
mentioned in Eqn. 10.

Fig. 15 shows the total number of gates as a result of
varying the required precision in the overall GSE algorithm,
showing the exponential growth effect.
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